Evolutionary network analysis has found an increasing interest in the literature because of the importance of different kinds of dynamic social networks, email networks, biological networks, and social streams. When a network evolves, the results of data mining algorithms such as community detection need to be correspondingly updated. Furthermore, the specific kinds of changes to the structure of the network, such as the impact on community structure or the impact on network structural parameters, such as node degrees, also needs to be analyzed. Some dynamic networks have a much faster rate of edge arrival and are referred to as network streams or graph streams. The analysis of such networks is especially challenging, because it needs to be performed with an online approach, under the one-pass constraint of data streams. The incorporation of content can add further complexity to the evolution analysis process. This survey provides an overview of the vast literature on graph evolution analysis and the numerous applications that arise in different contexts.
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1. INTRODUCTION

Evolving networks arise in a wide variety of application domains, such as the Web, social networks, and communication networks. Networks are also sometimes referred to as graphs and will therefore be discussed interchangeably with graphs in this article. The recent interest in the area of dynamic social networks has led to a significant interest in the analysis of evolving networks [Aggarwal 2011]. Evolution analysis in graphs has applications to a number of different scenarios, such as trend analysis in social networks [Goetz et al. 2009; Leskovec et al. 2007; Wang and Chen 2009; Yan et al. 2012; Aggarwal and Subbian 2012], and dynamic link prediction [Acar et al. 2009; Tylenda et al. 2009; Sarkar et al. 2012; Sarukkai 2000]. Most real-life networks evolve in a wide variety of ways that lead to different kinds of evolution semantics.

Evolving network analysis can be generally divided into one of two distinct categories. These categories, although distinct, do overlap with one another from a methodological...
perspective, especially in the context of a few key problems such as community detection, which can be seen as a “bridge” between these two modes of analysis:

— **Maintenance Methods:** In these cases, it is desirable to maintain the results of the data mining process continuously over time. For example, the results of a classification and clustering method will evolve as the structure of the graph changes over time. Therefore, the results of the methods will become stale over time, and the goal is to maintain the freshness of the end results. Correspondingly, it is desirable to provide methods that can maintain these results continuously and incrementally over time.

— **Analytical Evolution Analysis:** In these cases, it is desirable to directly quantify and understand the changes that have occurred in the underlying network. The main point to remember is that such models are focused on modeling the change, rather than correcting or adjusting for the staleness in the results of data mining algorithms on networks. Direct evolution analysis is closely related to the problem of outlier detection in temporal networks because temporal outliers are often defined as (abrupt) change points.

It should also be pointed out that the community detection problem is special because it falls into both categories. This is because a clustering can often be viewed as an unsupervised model of the entire network, especially when it is used in the context of a generative methodology. Therefore, the temporal variation of the generative behavior of the network, often provides unique insights into the overall network evolution. As shown in Gupta et al. [2011b], a tightly integrated generative framework can be used to model the maintenance of evolving clusters and also perform the evolution analysis.

Not all networks evolve equally fast or have links that are added at the same rate. For example, in email networks, transient links are added to the network on the time scale of seconds (corresponding to emails between participant nodes), whereas in bibliographic networks, edges are added to the network on the time scale of weeks or months. Correspondingly, these scenarios require different kinds of analysis:

— **Slowly Evolving Networks:** In these cases, the network evolves slowly over time, and snapshot analysis can be used very effectively. In these situations, snapshots of the network at two distinct times $t_1$ and $t_2$ are used for analysis, and therefore offline analysis can be performed directly.

— **Streaming Networks:** Many networks that are created by transient interactions, such as email or telecommunication networks, can be represented as graph streams. Graph streams typically require real-time analytical methods. This scenario is far more challenging because of the computational requirements and the inability to hold the entire graph on the disk. Such scenarios could arise in the context of streams of objects [Aggarwal et al. 2010], edges [Zhao et al. 2011], or linked data streams [Le-Phuoc et al. 2012].

The categorizations of the different scenarios for network evolution analysis may be present in any arbitrary combination. For example, model maintenance methods can be studied both in the snapshot and the streaming scenario, where the latter is significantly more difficult than the former. Similarly, evolution analysis methods can also be studied in both contexts. In some cases, content associated with nodes and links can be used to further enhance evolutionary analysis. This survey provides an overview of the wide gamut of methods that can leverage the richness of the different scenarios in the network analysis domain.
1.1. Semantics of Network Evolution in Different Domains

Network evolution has different kinds of semantics in different application domains. In the following, a brief discussion of these varying semantics is provided. The application Section 5 contains more details of how evolution analysis can be leveraged for application-specific insights.

- **Web Semantics:** The Web continually evolves over time as new Web pages and links are created, and old ones are deleted. This leads to numerous applications of network evolution analysis such as visualization of Web ecologies, discovery of inconsistencies in crawling, and external events based on user click stream behavior [Chi et al. 1998; Chan et al. 2008; Dorogovtsev and Mendes 2003; Papadimitriou et al. 2010].

- **Social Network Semantics:** New links and nodes are continuously created in a wide variety of formal and informal social networks as new actors join the social network, and new friendships are created. Because key changes in the network are often caused by external events, this leads to a number of important applications such as event and anomaly detection [Doreian and Stokman 2013; Kumar et al. 2006; Aggarwal and Subbian 2012; Silva and Willett 2008; Tong et al. 2008c].

- **Biological Network Semantics:** Biological networks are typically expressed in the form of interaction or correlation networks. For example, in a protein-protein interaction network, a node corresponds to a protein, and an edge corresponds to an interaction between the two proteins [Vázquez et al. 2002]. Many biological functions of organisms are dependent on interactions between two proteins. Interestingly, the structure of this network, and the interactions, changes with the age of the protein. This has a direct impact on biological functioning. Providing an understanding of the nature of the evolution therefore provides the key to numerous insights. In gene-expression networks [Stuart et al. 2003], the similarity in interactions (edges) of different genes (nodes) evolves over time in response to external factors such as clinical drugs in the context of oncology.

- **Metabolic Network Semantics:** In metabolic networks, the nodes correspond to different intermediate products and enzymes in animal metabolism, and the edges correspond to the transformations between them. A disruption in the natural metabolic network typically has a direct impact on the organism itself. A classical example of this is the development of type-2 diabetes, in which the insulin-based metabolism pathways are disrupted gradually, with the development of insulin resistance [Beyer et al. 2010]. An insight into the evolution of such networks in an individual leads to a better understanding of the development of different kinds of diseases.

It should be pointed out that many of the same evolution analysis methods can be applied to scenarios as diverse as social and biological networks [Asur et al. 2007]. The application section also provides further discussion of the semantics of evolution analysis in the context of different domains.

1.2. Related Surveys and Differences

One of the earliest surveys on network evolution analysis may be found in Bilgin and Yener [2006], although this work is quite outdated at this point because the majority of the network evolution analysis research has been performed in the last decade, with the greater popularization of online social and biological networks. A more recent work is found in Spiliopoulou [2011]. This survey provides a good overview of community evolution in social networks, along with a brief discussion of evolution laws, although the subject of network evolution is much broader. Most data mining problems such as clustering, classification, and outlier detection can be generalized to network data, with additional problem definitions in fields such as link prediction and influence.
analysis. This survey provides an integrated treatment of evolution analysis in the context of these different topics, along with a discussion of streaming analysis and different applications. This survey also provides pointers to Spiliopoulou [2011] where more details on topics such as community evolution are discussed.

A survey on managing and mining streaming graphs is found in Zhang [2010]. The survey in Zhang [2010] primarily focuses on theoretical methods for counting triangles, graph matching, and graph distances in the streaming model. Readers are advised to refer to this survey for discussions on this topics. This survey focuses on traditional data mining problems such as clustering, dense pattern mining, and classification in the context of evolutionary graphs. The material discussed in this survey is complementary to the streaming survey proposed by Zhang [2010].

Finally, a number of surveys on static network analysis are available in recent books [Aggarwal 2011; Aggarwal and Wang 2010]. These include surveys on topics such as link prediction [Hasan and Zaki 2011], influence analysis [Sun and Tang 2011], graph classification [Bhagat et al. 2011; Tsuda and Saigo 2010], and statistical properties of real-world graphs, [Chakrabarti et al. 2010; McGlohon et al. 2011]. These surveys are mostly focused on static networks, and our survey builds on the static model formulations discussed in these surveys. For example, it is discussed how communities evolve in the context of community detection, links evolve in the context of link prediction, and node labels evolve in the context of graph classification. The laws of evolution are discussed in Chakrabarti et al. [2010] and McGlohon et al. [2011]. Our survey discusses how many of the laws of evolution can be derived from (and related to) the scale-free model in a systematic way, which is not addressed in these surveys. While many of these surveys describe many different aspects of evolution analysis, their general focus is different, with the exception of the survey of Spiliopoulou [2011]. Our survey provides a broader treatment of the subject, along with many different data mining problems, streaming scenarios, and application domains. We also address the problem of community detection, which is the main focus of Spiliopoulou [2011]. We also discuss several evolution methods for community detection, not discussed in Spiliopoulou [2011], along with pointers to some of the aspects discussed in Spiliopoulou [2011]. Many related aspects of graph summarization will also be discussed, not covered in Spiliopoulou [2011].

1.3. Survey Organization

This survey is organized as follows. Methods for maintaining time-evolving models are discussed in Section 2. Methods for change analysis in evolving graphs are discussed in Section 3. The evolutionary clustering methods are described in both Sections 2 and 3, depending upon whether the focus of the clustering is maintenance or analytical. Nevertheless, a significant cross-usability exists in the clustering methods described in the two sections. Furthermore, each of these sections contains subsections on both the snapshot-based algorithms and streaming methods. The use of content for enhancing evolution analysis is discussed in Section 4. Numerous applications of evolution analysis are discussed in Section 5. The conclusions and summary are discussed in Section 6.

2. MAINTAINING TIME-EVOLVING MODELS

Numerous time-evolving models exist for different kinds of graph analysis problems such as clustering, classification, influence analysis, and link prediction. This section provides an overview of the different models that are used for these problems. The description of this section is divided into slowly evolving and streaming networks.
2.1. Slowly Evolving Networks

In many networks such as bibliographic or other Web-based networks, significant changes occur in the network on the time-scale of a few days or months. In these cases, snapshot-based methods are used for the analytical process. Given networks at times $t_1$ and $t_2$, the results of the data mining algorithm are adjusted at each snapshot by incrementally adjusting the results from the previous snapshot.

2.1.1. Clustering and Community Detection. One of the earliest methods for evolutionary clustering was proposed in Chakrabarti et al. [2006]. The evolving clustering method proposed in Chakrabarti et al. [2006] balances two important objectives while performing the online clustering process: (1) the newly formed data clusters should accurately reflect the data at the current time step, and (2) the clusters formed at current time step should be closely similar to the clusters formed at previous time step. The first criteria is referred to as consistency, whereas the second is referred to as smoothness. Hence, the clustering algorithm performs a trade-off between the cost of maintaining the clusters accurately at the current time step at the cost of deviating from the historical data.

The evolutionary spectral clustering approach proposed by Chi et al. [2009] uses a cost function that includes both consistency and smoothness terms. The consistency term in spectral clustering is maximizing $\text{Tr}(X^T WX)$ with respect to the graph embedding variables $X$ and graph similarity matrix $W$. The smoothness objective expects a certain level of temporal smoothness between $X_{t-1}$ and $X_t$. The smoothness can preserve either the Cluster Quality (PCQ) or Cluster Membership (PCM). Let $Z_t$ be an association matrix of size $n \times k$ where $n$ is the number of data points and $k$ is the number of clusters. Entries of $Z_t$ are either zero or one, denoting the membership of the data points to the cluster. Let $\tilde{Z}_t$ be normalized matrix $Z_t$ by the cluster size. In addition, as the data points are partitioned into clusters, $Z_t$ turns out to be orthonormal, i.e., $\langle \tilde{Z}_t, \tilde{Z}_t \rangle = I_k$. The temporal smoothness objective in PCM is to maximize the spectral cut objective at time $t - 1$, while the same association matrix $\tilde{Z}_t$ retains reasonable clustering quality at time $t - 1$. More formally, $\text{Tr}(\tilde{Z}_t^T W_{t-1} \tilde{Z}_t)$ denotes the temporal smoothness objective where cluster quality at time $t - 1$ is measured w.r.t current associations $\tilde{Z}_t$. In PCM, the temporal smoothness is measured in terms of maintaining the cluster memberships rather than cluster quality. The cluster memberships do not change if the association at time $t - 1$ is close enough to $t$ in terms of a distance measure. An appropriate distance measure must satisfy the rotation invariance property because the spectral cut objectives are rotation invariant. A distance measure that satisfies this condition is the norm difference between the projection matrices. Formally, the distance between $X_t$ and $X_{t-1}$ is then given by $\frac{1}{2} \| X_t X_t^T - X_{t-1} X_{t-1}^T \|^2$, where $X_t$ is a relaxed version of $Z_t$.

A forgetting factor is incorporated in Xu et al. [2010], in order to allow the approach to adjust better for the evolution in the underlying network. This kind of decay factor is quite common in all forms of dynamic evolutionary analysis in different domains. It has been discussed in Ning et al. [2007] how such models may be used to perform evolutionary analysis of blogs. Blogs are a particularly suitable domain for this kind of analysis because of the continuous updates to the structure of the graph and the relatively fast evolution that may occur in response to a news event of interest.

The temporal smoothness principle is used in conjunction with a particle-and-density approach [Kim and Han 2009] for creating clusters from time-evolving graphs. This approach uses temporal smoothing as a mechanism to detect evolving community structures in co-authorship and sports networks. Their formulation has both snapshot and temporal smoothing quality as part of the objective. The snapshot quality is simply...
Table I. Evolutionary Clustering Methods

<table>
<thead>
<tr>
<th>Class of Methods</th>
<th>Related Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral</td>
<td>[Chakrabarti et al. 2006] [Chi et al. 2009] [Ning et al. 2007] [Tang et al. 2008]</td>
</tr>
<tr>
<td>Probabilistic</td>
<td>[Xu et al. 2012] [Gupta et al. 2011b] [Lin et al. 2008] [Sun et al. 2010]</td>
</tr>
<tr>
<td>Density-based</td>
<td>[Falkowski et al. 2008] [Kim and Han 2009]</td>
</tr>
<tr>
<td>Matrix Factorization</td>
<td>[Wang et al. 2012] [Sun et al. 2006]</td>
</tr>
<tr>
<td>Modularity</td>
<td>[Takaffoli et al. 2013], [Gorke et al. 2010]</td>
</tr>
<tr>
<td>Information Theoretic</td>
<td>[Sun et al. 2007] [Ferlez et al. 2008]</td>
</tr>
<tr>
<td>Pattern Mining</td>
<td>[Ahmed and Karypis 2012] [Berlingerio et al. 2009a]</td>
</tr>
<tr>
<td>Others</td>
<td>[Bogdanov et al. 2011] [Palla et al. 2007]</td>
</tr>
</tbody>
</table>

the density-based clustering quality using the edge similarity between the vertices. The temporal smoothing quality is the one-dimensional Euclidean distance between a pair of vertices at current and previous time instants. This approach does not require any predefined number of clusters and can dynamically detect and adapt to any number of clusters based on the current and previous time points. An important aspect of this approach is that it detects evolving communities, which is a collection of clusters that exist across a set of snapshot graphs for a defined period. The clusters at each snapshot are called a nano-community, and an approximate l-clique-by-clique approach combines several of these nano-communities to form an evolving community structure. Another density-based approach for incremental community detection, with the use of principles from multidimensional density-based clustering methods such as DBSCAN, is the DENGRAPH algorithm [Falkowski et al. 2008].

In many cases, the underlying networks are heterogeneous, in which the links and nodes may be of different types. A method known as ENetClus [Gupta et al. 2011b] was proposed, in which a probabilistic mixture model was used to characterize the underlying clusters. This probabilistic mixture model is used in conjunction with a smoothness criterion to determine soft clusters over successive snapshots. Different properties of the clusters, such as consistency and clustering quality, are also explored in Gupta et al. [2011b] to characterize the nature of the evolution of the clusters. This is actually a tightly integrated model that can simultaneously perform clustering and evolution analysis. The popular evolutionary clustering methods are provided in Table I. A discussion of evolution analysis methods for community detection may be found in Spiliopoulou [2011].

2.1.2. Low Rank Approximation. Low rank approximation is vital for identifying the community structures and anomalies in networks by applying these methods on the adjacency matrix [Ning et al. 2007; Sun et al. 2006]. Many methods have been proposed for low rank approximation such as Singular Value Decomposition (SVD), matrix factorization, CUR, Compact Matrix Decomposition (CMD), and more recently Colibri [Drineas et al. 2006; Jolliffe 2005; Seung and Lee 2001; Sarwar et al. 2002; Sun et al. 2007; Tong et al. 2008a]. Each of these different kinds of low rank approximations has been shown to be updatable in the dynamic scenario.

For the problem of SVD, it was shown in Sarwar et al. [2002] how dynamic updates may be designed. Although the base matrix used was a user-item matrix in the context of a recommendation application, this can be viewed as an evolving user-item graph, and the approach can also be applied to the case of adjacency matrices of generic graphs. SVD can be easily extended to the dynamic scenario by observing that the iterative algorithm is very fast when the starting point is already a good approximation of the optimal solution. This general principle is also true of matrix factorization [Seung and
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Lee 2001]. Here, the $n \times n$ adjacency matrix is factorized as $A \approx UV$. In this case, $U$ and $V$ are low-rank $n \times k$ and $k \times n$ matrices. The solution to this problem is a set of iterative updates of the following form, for appropriately defined functions $f$ and $g$:

$$U^{t+1} = f(U^t, V^t), \quad V^{t+1} = g(U^t, V^t).$$

Therefore, when an approximate solution is already available for $U$ and $V$, a small number of iterations provides an optimal solution.

A similar approach has also been shown to work for the Colibri method [Tong et al. 2008a], in which the decomposition is $A \approx LMR$. Here, $L$ is a $n \times k$ matrix, for which each of the $k$ columns is a subset of the columns of $A$. $M$ is a $k \times k$ matrix, and $R$ is a $k \times n$ matrix. In this case, the matrix $M$ from the previous time point is used to estimate the $L$ matrix at current time. After estimating $L$, the matrix $M$ is updated, and $R$ is back computed. The dynamic Colibri method is five times faster than its static counterpart and two orders of magnitude faster than most of the other methods in the dynamic case.

2.1.3. Classification. In the problem of node classification, the labels of a subset of the nodes in an evolving network are available and are used to dynamically predict the labels of the remaining nodes. The work in Aggarwal and Li [2011] proposes a dynamic method for classification of content-based networks. In this technique a random-walk based approach is used in which the fraction of nodes visited belonging to each class is used to determine the class label. The random walk is performed on a graph that effectively combines the structure and content for classification. To do so, the network is augmented with additional nodes and edges. Specifically, a pseudo-graph is created that has one node corresponding to each node in the original network and also has one node for each keyword in the network. A structural node is connected to a keyword node if the keyword is contained in that node. The links between structural nodes are maintained in the same way as the original network. A structural node is connected to a keyword node if the keyword is contained in that node. The links between structural nodes are maintained in the same way as the original network. By varying the weights of the structural and content-based links, it is possible to determine the relative importance of content and structure in the random walk. A dynamic inverted index is maintained to efficiently perform the random walk. The majority label among nodes visited during the classification is reported as the relevant one. The same basic problem can also be studied in the entity-relationship graph setting [Güneş et al. 2013], in which nodes correspond to entities and edges correspond to relationships. This approach uses genetic algorithms as an optimization approach. The assignment of node labels to nodes is determined by optimizing the error of the classification using genetic algorithms.

2.1.4. Link Prediction. Link prediction is one of the most fundamental problems in the analysis of networks because it directly predicts links in the future based on previous trends [Liben-Nowell and Kleinberg 2007; Sarukkai 2000; Taskar et al. 2003; Al Hasan et al. 2006; Popescul and Ungar 2003]. The Web and social networks are continuously evolving over time, with new nodes and links being added over time. While links are also deleted at times, the addition of links is a more common occurrence in social networks. Therefore, the link prediction problem attempts to determine the most likely links that will be added to the network in the future. It is often not studied directly in the context of continuous or incremental scenarios because it is assumed that we have a given network at a specific moment in time, and we are trying to predict most likely links to appear at any point in the future from this single snapshot of the network. However, some of the recent work incorporates the temporal component more directly by using multiple snapshots and designs either (continuously) dynamic methods for link prediction [Aggarwal et al. 2012b; Sarkar et al. 2012; Huang and Lin 2009; Tylenda et al. 2009; Kolar et al. 2010] or tries to determine the time at which a link will appear.
in the future [Sun et al. 2012]. It has been shown convincingly in Huang and Lin [2009] and Tylenda et al. [2009] that the incorporation of the continuously evolving behavior of the network clearly improves the behavior of link prediction problems. A nonparametric link prediction algorithm for a sequence of graph snapshots over time is proposed in Sarkar et al. [2012]. The model predicts links based on the features of its endpoints, as well as on those of the local neighborhood around the endpoints. This algorithm can adjust for different types of temporal dynamics, such as growing or shrinking communities in the network. In cases where the snapshots of the network are not available, but only attributes of the network are available at different snapshots, it has been shown how to estimate the network links at different moments in time [Kolar et al. 2010]. Link prediction methods are extremely useful for recommendation and collaborative filtering problems [Backstrom and Leskovec 2011; Huang et al. 2005]. This is discussed in some detail in the applications section. Because this article is not specifically focused on link prediction (which is a very broad topic in its own right), we omit a detailed discussion of the methods and refer the reader to Hasan and Zaki [2011] for a detailed survey.

2.1.5. Tensor Factorization. Tensors are higher order extensions of matrices, data cubes, or multidimensional arrays. Typically, a time evolving graph is modeled as a third-order tensor [Acar et al. 2009; Dunlavy et al. 2011; Sun et al. 2006] where the first two dimensions represent an adjacency matrix and the third dimension captures the sequence of such adjacency matrices representing the evolution of the network. Tensor factorization has been used in link prediction problems where the evolution of the network is given until time $t$, and the links that will be formed at time $t + 1$ have to be predicted [Acar et al. 2009]. The simplest approach is to collapse the time-dimension of the tensor into a decay-weighted second-order matrix. Standard low rank approximation techniques such as SVD can be used to predict the future links. Unfortunately, such an approach leads to significant loss of information because it does not explicitly account for the time dimension in the modeling process.

A different approach is to factorize a tensor using tensor decomposition techniques, such as Candecomp/Parafac (CP) [He et al. 2005]. A three-way tensor $\mathcal{Z}$ of size $M \times N \times T$, and its $K$-component decomposition is given as, 

$$
\mathcal{Z} \approx \sum_{k=1}^{K} \lambda_k \mathbf{a}_k \circ \mathbf{b}_k \circ \mathbf{c}_k.
$$

Here, the factors are $\mathbf{a}_k \in \mathbb{R}^M$, $\mathbf{b}_k \in \mathbb{R}^N$, $\mathbf{c}_k \in \mathbb{R}^T$; $\circ$ denotes an outer product and $\lambda_k$ denotes the scalar weight of the $k$-th component. Unlike SVD, factors are nonorthogonal to each other but shown to be unique within a permutation and scaling [Indyk et al. 2000]. If the tensor is sparse, then the complexity of these methods are in the order of the number of entries in the tensor. The main advantage of the factorization is that once the evolving graph is described in terms of a smaller number of variables, conventional tools such as temporal regression analysis can be used efficiently on this smaller number of variables.

To determine the approximate matrix factorization, the least square error of approximating the matrix entries is optimized. Most of the techniques use alternating least squares to compute the tensor factors. The $\mathbf{c}_k$ factor determines the temporal profile of other two factors $\mathbf{a}_k$ and $\mathbf{b}_k$ of $\mathcal{Z}$. One can compute the likelihood of $i$ linking to $j$ via a matrix computed as:

$$
S = \sum_{k=1}^{K} \gamma_k \lambda_k \mathbf{a}_k \mathbf{b}_k^T.
$$

Here, $\gamma_k$ is a simple linear scaling function with value $\sum_{t=1}^{T} c_k(t)$. The parameter $l$ denotes the number of previous time instances to be considered. The main disadvantage of this method is that it is not incremental and is therefore expensive to maintain.
The Dynamic Tensor Analysis (DTA) proposed in Sun et al. [2006] does not require all the snapshots to be available upfront for the analysis. The idea behind this approach is that the covariance matrix can be computed incrementally, and factors can be computed directly from the covariances relatively quickly without storing the historical snapshots of networks. Also, this model incorporates a forgetting factor to specify the relative importance of the covariances of the historical snapshot compared to the current snapshot covariance. The DTA method is efficient compared to offline tensor analysis techniques in both space and time. However, in streaming scenarios, the edges may arrive very fast. On the other hand, the change in the covariance matrix is quite small, and the expensive process of diagonalization for every new tensor can be expensive and not necessary. A Streaming Tensor Analysis (STA) [Sun et al. 2008, 2006] approach is proposed to do approximate and incremental tensor factorizations. The main idea here is to use an online PCA-like technique, where each row of an incoming tensor is used to approximate the factors using the reconstruction error. It is only when the errors are sufficiently large that the factors are updated.

2.2. Streaming Scenario
A particularly challenging scenario is the case of streaming graphs, when a large number of edges representing interactions are continuously received over time and that are superposed over a much larger network. An example of such a scenario would be a Twitter post stream, in which many posts are continuously received over time. Because the streaming model is new, no streaming methods exist for many of the techniques discussed in the previous section. Therefore, this is a fertile area for future research.

2.2.1. Clustering and Dense Pattern Mining. A method has been proposed in Aggarwal et al. [2010] in which small graphs (or edges) are clustered in streaming fashion with the use of a partitioning approach. A sketch structure is used to maintain the large number of distinct edges in the graph stream in a memory efficient way, although at some potential loss of accuracy. Theoretical bounds are proposed in Aggarwal et al. [2010] on the loss of accuracy resulting from such an approach. This method has also been extended to scenarios where side information such as content is associated with the incoming objects [Zhao and Yu 2013]. A second method given in Aggarwal et al. [2011] proposes a reservoir sampling method for clustering graph streams, and it has also been shown how the method can be used for temporal outlier detection. This method is discussed in some detail in Section 3.2. Subsequently, a number of enhancements over this basic method were proposed in Eldawy et al. [2012]. This approach allows for both edge additions and deletions. Incorporating the ability to delete edges is important in streaming scenarios when the clustering is performed over a sliding window of edges, and therefore edges are deleted from the tail end of the sliding window. A method for dynamic community discovery in graph streams was proposed in Lai et al. [2013]. Other methods for near linear time community detection in graphs are proposed in Leung et al. [2009] and Raghavan et al. [2007], although these methods are not specifically focused either on evolutionary analysis or on graph streams. Distributed methods for streaming graph partitioning are presented in Stanton and Kliot [2012].

The problem of clustering is closely related to dense pattern mining. This is because clusters are dense patterns in the data [Aggarwal et al. 2010]. For example, in a graph stream, which is composed of objects derived from a bibliographic network, co-occurring nodes correspond to authors who often write publications together. A dense group of nodes is defined as ones that co-occur together frequently, and the density of the edges between this group of nodes is high. A min-hash approach is used to determine the relevant groups of nodes in an online fashion.
2.2.2. Classification. A method for classification of graph streams was proposed in Aggarwal [2011]. This method attaches a label with each small graph, which is superposed on a potentially large graph. It is assumed that the edges in the graph stream are received in arbitrary order, so that the edges for a particular small graph may not be received continuously. A min-hash model is used to determine structural patterns that are related to the labels. For a given graph, it is determined which structural patterns are most relevant. These are then used for the purposes of classification.

Recently, the problem of streaming classification has also been extended to different settings such as imbalanced data distributions [Pan and Zhu 2013] and semisupervised learning [Pan et al. 2013]. In particular, the concept of hashing [Li et al. 2012; Guo et al. 2013] can be used to create a compressed representation for streaming graph classification when combined with kernel methods. The idea is to create subtree hash kernels in real time, which are then leveraged for more effective classification. The work in Aggarwal [2011] also uses hashing, but in the context of a sketch-based approach, to explicitly model dependencies between sketched subgraphs and different classes.

2.2.3. Miscellaneous Problems. An important class of algorithms in this context is page rank analysis, in which it is desirable to estimate the page rank on a dynamic evolving graph stream [Das Sarma et al. 2008; Bahmani et al. 2010; Desikan et al. 2005]. The method in Das Sarma et al. [2008] is able to estimate the page rank distribution, the mixing time, and the conductance of the graph. The method in Bahmani et al. [2010] designs a method for real-time estimation of the personalized page rank in graph streams.

The problem of model maintenance has been studied in the context of query processing [Zhao et al. 2011]. For the query processing problem, it has been shown how a partitioned sketch model can be used to respond to edge frequency queries. Another recent work shows how to perform continuous subgraph queries over data streams [Choudhury et al. 2011; Wang and Chen 2009]. The problem of graph matching in streams has been addressed in McGregor [2005]. For a given graph, the Maximum Cardinality Matching (MCM) problem is to find the largest set of edges such that no two adjacent edges are selected. More generally, for an edge-weighted graph, the Maximum Weighted Matching (MWM) problem is to find the set of edges whose total weight is maximized subject to the condition that no two adjacent edges are selected. Although these problems are well studied in the static scenario, they can be prohibitively expensive if random access to the data is not assumed. Clearly, this is not possible in the streaming scenario. The work in McGregor [2005] proposes a \( \frac{1}{1+\epsilon} \) approximation algorithm for the maximum cardinality version and a \( \frac{1}{2+\epsilon} \) algorithm for the maximum weighted matching problem. The algorithm requires \( O(|V|) \) space and a constant number of passes in which the edges are streamed in arbitrary order. Thus, this is a weakly streaming model in which a constant number of passes is assumed rather than a single pass.

3. ANALYTICAL EVOLUTIONARY ANALYSIS

Graphs evolve over time as new edges are added and old ones are deleted. It is important to provide different kinds of insights about the nature of the underlying evolution. This is different from maintenance models because the focus is not about replenishing the staleness of the model, but instead understanding the overall dynamics of the entire evolution of the graph. Nevertheless, there are clear connections between the two classes of problems because many maintenance models for problems such as evolutionary clustering are used to understand the nature of the underlying evolution.

Because edge addition is more common in many scenarios such as the Web and social networks, the typical trend in graphs is densification with shrinking diameters.
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[Leskovec et al. 2005b]. Change analysis can be characterized with a variety of different measures such as centrality, community behavior, minimum description length (MDL), shortest paths, or rules. In this section, we provide an overview of the wide variety of methods with which network evolution can be understood effectively. Many measures of the network, such as centrality, can be determined by using the methods discussed in Tong et al. [2008b]. The associated computational challenge is a major difference in the two network settings of fast and slowly evolving networks.

3.1. Slowly Evolving Networks

These cases are either based on snapshot analysis or are based on study of real-world networks in which the analysis is incremental but still relatively slow over time.

3.1.1. Large Scale Models and Laws for Network Evolution. Numerous large-scale models have been proposed for understanding “typical” evolutionary behavior of social networks. These methods focus on the key laws that are generally true across a wide variety of social networks, rather than on methods for analyzing a specific social network scenario. Many of the laws of evolution in social networks are discussed in Chakrabarti et al. [2010], McGlohon et al. [2011], and Albert and Barabási [2002]. In this survey, we provide a coherent presentation of how many of these laws relate to one another systematically, starting with the basic notion of preferential attachment. Most evolution analysis laws are derived analytically from this basic notion:

1) Preferential Attachment: The likelihood of receiving new edges increases with the node’s degree. If \( \pi(k) \) is the probability that a node attaches itself to a node \( i \) with degree \( k \), then the probability \( \pi(k) \) is related to \( k \) as follows:

\[
\pi(k) \propto k^\alpha.
\]

In some models, a constant \( A \) is added to the right-hand side of Equation (1) to account for the fact that isolated nodes may also receive edges. Here, \( \alpha \) is a parameter whose value is dependent on the underlying domain. In some domains, such as citation networks, a scale-free assumption is used in which \( \alpha \approx 1 \), and therefore the proportionality is linear.

2) Effect of Nonlinear Preferential Attachment: The number of nodes \( N_k(t) \) with \((k - 1)\) incoming edges in a directed network at time \( t \) can be quantified with the use of a rate equation approach [Krapivsky et al. 2000], by leveraging the preferential attachment rule:

\[
\frac{dN_k(t)}{dt} = \frac{1}{M_\alpha(t)} \cdot [(k - 1)^\alpha \cdot N_{k-1}(t) - k^\alpha \cdot N_k(t)] + \delta_k.
\]

The first term corresponds to new nodes that connect to other nodes with \((k - 1)\) edges (and thereby increasing the value of \( N_k(t) \)). The second term corresponds to nodes for which the degree increases from \( k \) to \( k + 1 \), which decreases the value of \( N_k(t) \) (and therefore the term is negative). The third term corresponds to the addition of new nodes with a single outgoing edge. The term \( M_\alpha(t) = \sum_k N_k(t) \) is the \( \alpha \)th moment of \( N_k(t) \). In the case of linear preferential attachment with \( \alpha = 1 \), it can be shown that the degree distribution of the nodes is given by:

\[
P(k) \propto k^{-\gamma}.
\]

Here \( P(k) \) is the number of nodes with degree \( k \), and \( \gamma \) is a parameter determined by the rate equation. For the case when \( \alpha \) is either less or greater than 1, the power law degree distribution continues to be true, although in somewhat different form. However, the scale-free nature of the network is destroyed by the nonlinear preferential attachment.
(3) The scale-free model only incorporates addition of edges by adding new nodes to the system. In real systems, other events such as addition, rewiring of edges, and the removal of nodes and edges can impact the network. In cases where internal edges are added or rewiring occurs, the power law has been shown [Albert and Barabási 2000] to follow a generalized degree distribution:

\[ P(k) \propto (k + \kappa(p, q, m))^{-\gamma(p, q, m)}. \] (4)

Here, \( \kappa(p, q, m) \) and \( \gamma(p, q, m) \) are functions of the probability \( p \) that \( m \) edges are added with a specific distribution for probabilities for the end points and the probability \( q \) that \( m \) edges are rewired. A model has also been proposed in Dorogovtsev et al. [2000] that addresses the case when new internal edges are added and old edges are removed.

(4) Competition in Evolving Networks: In the scale-free model, a natural outcome is that the oldest nodes always have the highest number of edges. However, this is generally not true in many real networks, such as the Web, where many nodes can pick up a large number of edges in a small amount of time. It has been argued in Bianconi and Barabási [2001] that real networks have a competitive aspect in which some nodes draw away edges from others. Therefore, a generalized preferential attachment model [Bianconi and Barabási 2001] has been proposed in which young nodes with a few edges can acquire many edges at a high rate on the basis of a fitness parameter. This fitness parameter quantifies the ability of nodes to compete for edges from other nodes.

(5) Copying Mechanisms: To explain the power law behavior of the World Wide Web, models have been proposed in Kleinberg et al. [1999] and Kumar et al. [2000], according to which new pages on a specific topic copy links from existing pages on the same topic. For a new node, a “prototype” node is picked randomly. The destination of the \( i \)th edge of the new node is either chosen randomly with probability \( p \), or it is chosen as the \( i \)th destination node of the prototype node with probability \( 1 - p \). Note that the second part of this process increases the probability of high-degree nodes receiving new edges. Thus, this mechanism provides an intuitive explanation for power law degree distributions of the Web.

The work of Leskovec et al. [2005b] studies the laws of evolving networks in a variety of real-world networks. A number of different citation and affiliation graphs (derived from broader bibliographic networks such as Arxiv or the KDD CUP 2003 datasets [Gehrke et al. 2003]) were used. The main observations are as follows:

(1) The graphs gradually densify over time, with the number of edges growing super-linearly with the number of nodes. If \( n(t) \) is the number of nodes in the network at time \( t \) and \( e(t) \) is the number of edges, then the network exhibits the following densification power law:

\[ e(t) \propto n(t)^\alpha. \] (5)

Here, \( \alpha \) is an exponent that lies strictly between 1 and 2. The value of \( \alpha = 1 \) corresponds to a network where the node degree does not change, whereas the value of \( \alpha = 2 \) corresponds to a network in which the degree is a constant fraction of the total number of nodes.

(2) As the network densifies, the average distances between the nodes shrink over time. The effective diameter of a graph over time is necessarily bounded from below, and the decreasing patterns of the effective diameter in the experimental studies were consistent with convergence to some asymptotic value.

(3) As the network densifies over time, a giant connected component emerges. In all the studied networks, most of the nodes belonged to the giant connected component.
after a few years. It was also observed that the diameter shrinking phenomenon was not dependent on this fact because the shrinking of the network continued even after maturation of the network, in which most of the nodes belonged to one component. The emergence of a giant connected component is consistent with the principle of preferential attachment, in which newly incoming edges are more likely to attach themselves to the largest component in the network.

The work in Leskovec et al. [2005b] also proposes a data generator that is dependent on and consistent with these properties. This model, referred to as the Forest Fire Model, is based on having new nodes attach to the network by “burning” through existing edges in epidemic fashion.

A large-scale experimental study of microscopic evolution of social networks is provided in Leskovec et al. [2008]. Four large online social networks Flickr, delicious, Yahoo! Answers, and LinkedIn were analyzed with full temporal information about node and edge arrivals in Leskovec et al. [2008]. This was the first large-scale experimental study of the preferential attachment principle in real networks, given the unavailability of sufficient data prior to this point. It was shown that there were minor differences in the exponent $\alpha$ of the preferential attachment rule $\pi(k) = k^\alpha$ among the four networks and also between low-degree and high-degree nodes within a network. In all cases, the exponent was close to 1, which means that the attachment could be treated as essentially linear. The work in Leskovec et al. [2008] studies the fraction of edges initiated by nodes of a certain age. It was shown that there is a spike at age 0, when people join the network to create an edge. Subsequently, the level of activity is relatively uniform over time. A maximum likelihood model was constructed in which the combined effect of the edge and the degree distribution was studied, along with models that study purely the effect of age $a$ or purely the effect of degree $k$:

$$\pi(k) \propto k^\alpha \cdot a^\beta.$$  \hfill (6)

The first term in the product on the right-hand side corresponds to the node degree (preferential attachment), whereas the second term corresponds to the age of the node, with $\beta$ as the exponent of that term. Different models can be constructed by predetermining some of the values of $\alpha$ and $\beta$ to specific values (including 0) and learning the others in a data-driven manner using maximum likelihood estimation. Four different models were studied, corresponding to (i) proportionality to $k^\alpha$, (ii) proportionality to $k$ with a certain probability and randomly picked otherwise, (iii) proportionality to $a^\beta$, and (iv) proportionality to $k \cdot a^\beta$. It was shown that the last model, which uses linear degree-based attachment ($\alpha = 1$) and some impact of age, typically performed the best in most cases. One observation is that attachment often has a nonlocal component to it, since two nodes that share many friends in common are more likely to form a link between them. Therefore, the likelihood of an edge being added to a node cannot be explained purely either by its age or its degree. To address these shortcomings of traditional preferential attachment models, a wide variety of network formation strategies were investigated in Leskovec et al. [2008]. It was shown analytically that the combination of the gap distribution with the node lifetime leads to a power law out-degree distribution that accurately reflects the true network in all four cases.

A discussion of the typical models for group formation in social networks is presented in Backstrom et al. [2006]. The work in Backstrom et al. [2006] studies how the structure and evolution of the communities are related to the network itself. The co-authorship network of DataBase List of Publications (DBLP) was studied, where the conferences serve as proxies for communities. It was shown that the propensity of

\footnote{The parameter $\beta$ had different optimal values for different networks.}
individuals to join communities and of communities to grow depends on the network structure. Thus, this is closely related to social diffusion studies in the social science community. Specifically, the tendency of an individual to join a community is influenced not just by his or her number of friends within the community, but also by how those friends are connected with one another. An individual is more likely to join a community if the following two hold true:

1. The number \( k \) of friends of the individual in the community is large.
2. These \( k \) friends should be as well linked with one another as possible.

This is consistent with the principle that social diffusion is more likely to occur in highly clustered networks [Centola et al. 2005]. These links correspond to a strong coordination effect and shared focus of interest among group members. It should be pointed out that group formation dynamics are often influenced by factors beyond the structural properties of the network itself. For example, the work in Zheleva et al. [2009] studies the co-evolution of social and affiliation networks and shows that the evolutionary behaviors of these networks strongly influence each other. The work in Zheleva et al. [2009] also proposes a model for understanding the nature of this evolution. This suggests that there are both extrinsic and intrinsic factors to group formation in social networks. This principle has also been studied in Snijders et al. [2007], which provides a model of network evolution in terms of individual behavior.

The typical behavior of large blogs are investigated in Goetz et al. [2009] and McGlohon et al. [2007], and many of these methods can also be used for quantifying the evolution in specific networks. Methods for finding patterns in blog shapes and modeling blog evolution dynamics were discussed in Goetz et al. [2009] and McGlohon et al. [2007]. The work in McGlohon et al. [2007] finds unusual patterns in blog shapes by extracting two sets of features from the topology and the temporal cascade behavior, respectively. A number of interesting properties of blogs were observed in this analysis, and these are described in the application section.

3.1.2. Evolutionary Network Data Generation. An important side effect of the results just described is that they can be used to create realistic generators of growing networks. This is useful for testing the quality of algorithms for tasks such as community detection. As discussed earlier, evolving networks follow several interesting properties such as Densification Power Law (DPL) and shrinking diameters [Leskovec et al. 2005a]. Leskovec et al. proposed a model [Leskovec et al. 2005a] that can generate graphs over time that satisfy these two properties. The approach is a recursive construction of graph using Kronecker products. The graph at time \( t + 1 \) is simply the Kronecker product of itself at time \( t \), and it has been shown that such a graph can satisfy the aforementioned properties. The discrete nature of the binary adjacency matrix produces a *staircase effect* in distributions of degree and spectral quantities. The main reason for the staircase effect is that individual values have large multiplicities due to the Kronecker products of binary matrices. To avoid this, it is possible to use probabilistic parameters \( 0 \leq p \leq r \leq 1 \) to generate the adjacency matrix in place of a strictly binary 0–1 matrix. This results in stochastic Kronecker graphs, and they avoid the staircase effect without compromising other desirable properties of deterministic Kronecker graphs.

There are other recursive generative models, such as community-guided attachment and forest fire models [Leskovec et al. 2005b]. The idea behind the community-guided attachment process is to construct communities within communities in recursive fashion. The smallest community is a single node. The recursive structure is simulated by adding nodes in a tree structure at every time point as children of the leaves of the current tree. Let the distance between vertices \( v \) and \( w \) be denoted by \( d(v, w) \) and \( c \).
be a constant. Then, independently with probability $c^{-d(v,w)/2}$, the newly added node $v$ connects previously existing nodes in the tree. In the forest fire model, a newly added node connects to randomly chosen $x$ and $y$ number of nodes, where $x$ and $y$ are geometrically distributed with mean $(1 - p)^{-1}$ and $(1 - rp)^{-1}$ respectively. The parameter $p$ denotes the forward- and $r$ denotes the backward-burning probabilities, and each new node spreads the fire via exactly $x$ outgoing edges and $y$ incoming edges that are not yet burnt by the fire, respectively. When there are not enough nodes to burn, the process stops. This generative model is shown to satisfy several properties, such as heavy tailed degree distribution, DPL, and shrinking diameters.

A random graph generator for evolving network has been proposed in Akoglu et al. [2008] using recursive tensor multiplication of an initial matrix with itself up to $k$ times. This simple approach satisfies several interesting properties such as edge weight power law, lambda power law, DPL, shrinking diameters, and many more [Akoglu et al. 2008]. According to the lambda power law, the principal eigenvalues and the number of edges over time follow a power law distribution, $\lambda_1(t) \propto E(t)^\alpha$, with the power law exponent $\alpha$ within a certain constant. The key difference between this approach and previous approaches is explicitly capturing the time dimension using a tensor, and the Kronecker recursion is performed over a tensor.

3.1.3. Community Emergence, Evolution, Expansion, and Contraction. Community-based methods are particularly natural to use for evolution analysis because of the ability of clusters to summarize the structure of the network. Therefore, many of the methods proposed for evolutionary clustering can also be used for characterizing the nature of the changes in the data. The main challenge is to create a more tightly integrated framework.

One of the earliest works on community evolution was presented in Hopcroft et al. [2004], who analyzed the Citeseer citation graph from 1990 to 2001. The communities were detected by agglomerative hierarchical clustering, and different snapshots were compared with one another. The communities could be matched to one another between successive snapshots, and their evolution was tracked through time to identify significant structural changes over time, such as the emergence of new communities or the death of old ones. The work in Aggarwal and Yu [2005] explored the expansion and contraction of communities over different snapshots. It constructs a differential graph that measures the changes in the structure of the graph from one snapshot to the next. This is then used to determine expanding and contracting communities.

A method proposed in Palla et al. [2007] extracts communities in each snapshot with the use of the clique percolation method. These communities are then compared with one another over different snapshots to analyze the nature of the underlying evolution. A number of interesting properties about the evolution of small and large communities are observed in this work. It was shown that large groups typically persist longer if they are capable of dynamically altering their membership. In other words, adaptability is a key component of group survival. On the other hand, the opposite is true for small groups, where a smaller amount of change results in greater stability. It was also shown that the knowledge of the time commitment of members to a community can be used to estimate its lifetime. Another work that analyzes the evolution of communities in interaction networks is discussed in Tantipathananandh et al. [2007]. The main observation in this work is that the evolution of communities is gradual and that individuals do not tend to change their “home” community too quickly in most cases. One of the key issues in the effective application of many of the community detection methods is to design ways to “match” the communities over different snapshots in time. This aspect has been studied in detail in Greene et al. [2010].

Another method that uses the group structure of social networks to characterize their evolution is discussed in Berger-Wolf and Saia [2006]. Given a partition
$P^{(t)} = \{g^{(t)}_1, \ldots, g^{(t)}_{k_t}\}$ of a vertex set $V$ for every period of observation $t = 1 \ldots T$, this work proposes several computational approaches to understand various dynamics related to evolving groups. The model proposed in this paper constructs a $\beta$-graph that is a directed acyclic graph (DAG). An edge is added between $g^{(t)}_i$ and $g^{(t+1)}_j$, if the similarity $\text{sim}(g^{(t)}_i, g^{(t+1)}_j) \geq \beta$. A MetaGroup (MG) is defined on this DAG as a sequence of groups $\langle g^{(i)}_1, \ldots, g^{(j)}_l \rangle$ in observation interval $[i, j]$, where $(j - i) \leq \alpha$. There are several questions that can be answered in polynomial time using this model. For instance, the number of MGs present in the $\beta$-graph is the number of paths of length at least $\alpha$. This can be computed in polynomial time using dynamic programming. Similarly, the most stable MG is the MG with maximum average edge weight of all the MGs computed. This can be computed in polynomial time using a topologically sorted $\beta$-graph. When the group partitions for each snapshot are not given in advance, the problem becomes much harder and has been addressed using recursive enumerations in Ahmed and Karypis [2012].

A tightly integrated framework for clustering and evolution analysis is provided by the ENetClus method [Gupta et al. 2011b]. The ENetClus method [Gupta et al. 2011b] generalizes the probabilistic NetClus [Sun et al. 2009] model to the temporal scenario. This is a soft clustering model that assigns probabilities of membership of each node to different clusters. The idea is to perform the clustering on temporal snapshots of the data. On each snapshot, a probabilistic assignment is learned with the use of the NetClus algorithm. The final probabilistic assignment in a given snapshot is used as an initialization point (prior) to the next iteration. This ensures that continuity is maintained among the clusters, and the clusters found in the next snapshot can be directly compared to their counterpart in the current snapshot. A number of evolution metrics are then proposed to measuring significant changes in the cluster behavior. This work shows that temporal community structure analysis exposes several global and local structural properties of networks, which can be quantified in the form of various time series metrics. Examples of such metrics include the cluster membership consistency, cluster novelties, splits, merges, and disappearance. Significant deviations in these values can be reported as anomalous changes in the network.

The work in Gupta et al. [2012b] creates an integrated framework between community detection and matching with the use of an iterative algorithm. This approach sets up an objective function that is based on the matching of the communities between successive snapshots. An objective function is set up to quantify the evolutionary behavior of the communities based on this matching. Such an approach provides evolutionary community outliers that correspond to communities that do not match the communities in the previous snapshot at any significant level. The work in Gupta et al. [2012a] proposes a method for characterizing the “normal” evolutionary behavior of the data. Deviations from this trend are flagged as outliers. Note that this work makes a distinction between “normal” (smoothly evolving) behavior and “abnormal” evolution.

The use of community evolution methods is very common because communities capture the broad patterns in the network. Therefore, a change in the community structure is used to model significant evolution [Malliaros et al. 2012; Sun et al. 2007, 2006, 2008, 2010; Tang et al. 2008]. An overview of methods for performing evolution analysis in networks in the context of the community structure of networks may be found in Spiliopoulou [2011]. A specific and important kind of community-based methods are spectral methods, which is discussed below.

3.1.4. Spectral Methods. Spectral methods are closely related to community detection and are often used to cluster networks [Aggarwal and Reddy 2013]. These methods are also closely related to principal component analysis, although the precise matrix
representation of the network similarity structure or the technique used for principal component analysis may vary with the specific application.

The major advantage of spectral methods is that they use the aggregate correlation structure of the linkages in the network. Such measures are extremely robust to small changes in the underlying network, and a significant change usually reflects a corresponding change in the structure of the network. Although spectral methods can be implemented in a variety of ways, a simple method is to use principal component analysis on its augmented adjacency matrix. Let $Q$ be an $n \times m$ node-link incidence matrix in a network containing $n$ nodes and $m$ edges. This is a binary matrix containing only 0 or 1 values. A value of 1 implies that the corresponding edge is incident on that node. Then, the matrix $A = Q \cdot Q^T$ represents an augmented adjacency matrix, where the diagonal entries are the degrees on the nodes, and all other entries have 0–1 values depending on whether or not a corresponding edge is present. In many interaction networks, weights are naturally associated with the edges. In such cases, the original node-link incidence matrix $Q$ contains the weights instead of unit values. The weighted adjacency matrix $A = Q \cdot Q^T$ can also be defined in a similar way.

The matrix $A$ is guaranteed to be positive semidefinite because this is a property of all matrices of the form $Q \cdot Q^T$. Therefore, the matrix $A$ can be diagonalized as $A = P \cdot D \cdot P^T$. Here, $P$ is an orthonormal matrix whose columns contain the unit eigenvectors of $A$, and $D$ is a diagonal matrix containing the eigenvalues. The eigenvector corresponding to the largest eigenvalue provides the principal directions of correlation. Significant changes in this vector over the graph snapshots over different periods of time may correspond to anomalous behavior. Such an approach has been used in Idé and Kashima [2004] to determine significant changes in temporally evolving graphs. The principal component is chosen as the activity vector for that graph. This graph is then represented as a time series of activity vectors, which creates a dataset of activity vector values. The principal left singular vector of this dataset provides the significant direction of correlation. The activity vector for the next arriving graph in the series is computed, and the corresponding angle with the principal left singular vector provides the evolution score.

Although the aforementioned method is a simple generalization of principal component analysis, other spectral methods commonly use the Laplacian of the similarity matrix [Aggarwal and Reddy 2013] and can be used in a similar way. A method for incorporating temporal smoothness in spectral clustering algorithms is discussed in Chi et al. [2009]. Although this method is not designed explicitly for change detection, it can be used as such because an approximate mapping can be found between clusters at different time snapshots. This is because of the incorporation of the temporal smoothness criterion, which allows a clear mapping between clusters at different snapshots. A specific application of this kind of approach to the monitoring of evolution in blog communities is discussed in Ning et al. [2007].

A compact matrix decomposition method is proposed in Sun et al. [2007] to approximate the adjacency matrix of large sparse graphs. The primary idea underlying the work is that it is harder to approximate anomalous graphs than normal graphs. Therefore, the approximation error for each graph in a sequence of graphs is constructed. Anomaly detection is performed on this time-series of values.

3.1.5. Shortest Path Distance Evolution. Most real-world graphs such as the Web, social networks, and information networks experience significant changes in terms of the pairwise distances between nodes in the network. For example, it has been shown in Backstrom et al. [2006] that most real graphs such as the Web and social networks
have shrinking diameters over time. This is because edges are continuously added to such networks, which makes them more dense.

In this context, sudden and abrupt changes in pairwise distances between nodes are indicative of unusual events in a network. For example, in a bibliographic network such as DBLP [Ley 2002], the sudden addition of an edge that connects a pair of widely separated nodes is an unusual event and most likely reflects the sudden collaboration between a pair of authors in different topical areas. Therefore, it is interesting and useful to determine the top-k shortest path distance changes in an evolutionary network. This problem was first proposed in Gupta et al. [2011a].

A straightforward solution to this problem is to solve the all-pairs shortest path problem [Ahuja et al. 1993] at two snapshots, \( t_1 \) and \( t_2 \). The pairs of nodes for which the distances have changed very significantly are reported. However, such an algorithm requires the (expensive) computation and storage of all-pairs shortest paths, which can be impractical for larger graphs. A key observation in Gupta et al. [2011a] is that edges that lie on the shortest paths between many pairs of nodes in either snapshot are important edges, the addition or deletion of which can significantly change the shortest path distances. Therefore, a randomized algorithm is proposed in Gupta et al. [2011a] to find such edges. This is then leveraged to determine the significant node pairs between which the greatest change has occurred. Although the determined node pairs are heuristic in nature, a high amount of precision and recall is achieved by this approach.

### 3.1.6. Network Evolution with MDL Principle

Methods for monitoring network evolution with the MDL principle are discussed in Ferlez et al. [2008]. Consider a document-word association matrix, where each document has a time-stamp associated with it. The approach constructs snapshots of this association matrix for various time-points. Then the words are clustered in each snapshot using an extension of the standard cross-associations algorithm. Furthermore, the clusters in each snapshot are connected to the neighboring snapshots using the MDL principle. If the clusters did not change significantly in consecutive snapshots, then the snapshots are combined to form a more compact encoding. This reduces the number of unimportant time points and retains only the significant change points over the entire snapshot of the network. The inherent nature of MDL to be parameter-free also becomes an advantage of this model. In addition to finding the change points, this approach also uses the encoding length to detect the emerging and fading clusters.

A method known as GraphScope proposed in Sun et al. [2007] is also based on the MDL principle. Intuitively, a change point is one that significantly increases the encoding cost to represent the stream. The approach groups similar sources together into source groups and similar destinations together into destination groups to minimize the encoding cost. If the underlying communities do not change much over time, then the snapshot of the evolving graphs will have similar descriptions and can also be grouped together into a time segment to achieve better compression. Whenever a new graph snapshot cannot fit well into the old segment in terms of this description, GraphScope introduces a change point and starts a new segment. This corresponds to a high level of change in the patterns of the underlying network. It has been shown in Sun et al. [2007] that such change points correspond to drastic discontinuities in the network. Readers are referred to Sun et al. [2007] for details.

### 3.1.7. Role Dynamics for Understanding Network Evolution

The nodes in most social and information networks are often associated with roles, which may dynamically evolve along with the network structure over time. Therefore, an interesting perspective in network evolution is to understand the underlying role dynamics [Rossi et al. 2012]. For example, a node could be in a center of a star network, or it could be a broker transferring information between two different communities. Understanding such
individual node characteristics can help us in understanding global network processes such as homophily. The role dynamics approach [Rossi et al. 2012] can also be used to find outliers, where a node transitions multiple roles within a short time period at an uncommon rate. Also role statistics can be used to find similarity between evolving networks and is extremely useful in validating synthetic network generators.

One approach discussed in Rossi et al. [2012] consumes snapshots of the graph adjacency matrix $A_t$ for each time point $t$. Then, a feature extraction approach is applied on each $A_t$ to generate a node-feature matrix $V_t$. These features are variants of degree and ego-network measures and represent local, community-level, and global properties of a node in the network. Non-negative Matrix Factorization (NMF) is applied to the extracted features, with the MDL criterion. The NMF minimizes the following squared error term, while the low rank factor for NMF is chosen by MDL:

$$\min \frac{1}{2} ||V_t - G_t F||^2_F. \tag{7}$$

The rank of the matrix $G_t$, which is the number of representative roles, signifies the model complexity, and MDL chooses the optimum model complexity without compromising much on the model quality. The learned role-feature matrix $F$ represents the contribution of each role on extracted features. The factors can then be used to analyze the role dynamics, such as role importance. One can measure the importance of each role over time using $G_t^e/n_t$, where $e$ is a vector of ones and $n_t$ is the number of nodes at time $t$. The activity of roles during different periods of time can be used to understand the effect of roles over time; for instance, a coordinator at work may be extremely active during the day but show no activity during the night. Also some roles are found to have complete inactivity, and a sudden uprise of activity in these roles marks a beginning, change, or end of a new event. Some roles may decrease/increase in importance depending on the period of the underlying event. For example, at the beginning of a conference, users may exchange message to only a few known people, and the graph may be relatively sparse; but by the end of the conference, they may be well connected, resulting in an overall higher number of betweenness nodes.

3.1.8. Visualizing Evolutionary Networks. An important way of understanding the nature of evolution of social networks is with the use of visual analysis [Brandes and Corman 2003; Chen and Morris 2003; Falkowski et al. 2006; Sallaberry et al. 2013; Chen 2006; Moody et al. 2005; Bender-deMoll and McFarland 2006]. One of the earliest methods discussed [Chen and Morris 2003] uses reduced representations of the underlying network to understand the nature of the changes. Two widely known link reduction algorithms, known as minimum spanning trees (MSTs) and Pathfinder networks (PFNETs), are used to model the evolution of the underlying network. These two methods are compared in Chen and Morris [2003] in terms of their effectiveness on scientific co-citation networks. It has been suggested that PFNET models are generally superior to MST-based models because the latter models are focused mostly on high-degree nodes, which are often inadequate to explain the underlying network. On the other hand, PFNET models provide a more intuitive explanation of the underlying evolution paths.

The work in Brandes and Corman [2003] focuses on networks of dynamic discourse that evolves over time. The nodes in this network are made of nouns and adjectives, and an edge represents the co-occurrence of these entities in a sentence. Such networks are important in social science in understanding the evolving patterns of conversations over time. The work in Brandes and Corman [2003] introduces a method for visualizing such networks, but it can also be applied to other kinds of network. A state-based approach is used to model the evolution. In addition to the intermediate states of the
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network, it conveys the nature of change between states by unrolling the dynamics of the network. Each modification is shown in a separate layer of a three-dimensional representation, where the stack of layers corresponds to a timeline of the evolution.

Because the community detection problem is closely related to all forms of evolution analysis, it is natural to design a method that can integrate community analysis with visualization. The work in Falkowski et al. [2006] is one of the early works along this line, which integrates community detection with the visualization problem. The work in Sallaberry et al. [2013] integrates the clustering problem with that of visual analysis in evolving networks. This is because visual representations provide excellent summary insights into the underlying network.

Visual analysis is particularly interesting when it is performed in the context of specific applications, where the evolution behavior is easy to interpret. For example, the Web continuously evolves over time, which leads to significant changes in the distribution of pages over different sites. A study of the evolution of different Web ecologies with the use of visual analysis is provided in Chi et al. [1998].

3.1.9. Outlier Detection. Many forms of pattern changes in a network may be characterized in the form of evolution rules. In the framework presented in Berlingerio et al. [2009b], nodes and edges have labels associated with specific properties of the network. Furthermore, edges contain the time-stamps corresponding to their first appearance. Patterns are defined as subgraphs, which have similar structure and labels on nodes at different time-stamps, and the same relative offsets of the time-stamps. This defines significant temporal patterns or graph evolution rules in the underlying data. Evolution rules do not necessarily represent outliers because they correspond to frequent temporal patterns in the data. On the other hand, the formation of a new evolution rule at a given time may be considered a temporal novelty and may be reported as an outlier.

Evolution analysis can be defined in an almost unlimited number of ways in temporal graphs because of the different combinations of time and structure, which can be used to define regularity. Some of the earliest work focuses on measuring similarities between successive snapshots of graphs with the use of different similarity functions [Papadimitriou et al. 2010; Pincombe 2005; Shoubridge et al. 2002]. Another method that uses graph matching between successive snapshots for anomaly detection is discussed in Showbridge et al. [1999]. This creates a time-series that can be analyzed with standard autoregressive moving average (ARMA) methods for finding the outliers. In the context of similarity-based measures, a large number of possibilities are available in terms of how similarity is computed between different snapshots. They could be based on eigenvalues, entropy, network topology, or node or edge properties [Akoglu and Faloutsos 2013]. For instance, the spectral distance between two graphs is proportional to the sum of squared differences of eigenvalues of the Laplacian. Formally, the spectral distance between two graph instances $G$ and $H$ is defined here, where $\lambda_i$ and $\mu_i$ are the eigenvalues of the Laplacians of $G$ and $H$, respectively:

$$d(G, H)^2 = \sum_{i=1}^{k} (\lambda_i - \mu_i)^2 / \min \left\{ \sum_i \lambda_i^2, \sum_j \mu_j^2 \right\}.$$  

The work in Priebe et al. [2005] uses the history of a node’s neighborhood to detect anomalies. Some of these methods [Sun et al. 2007, 2008] are specifically applicable to bipartite graphs. The determination of significant evolution in graphs can be useful in the context of a wide variety of applications such as monitoring blog communities [Ning et al. 2007] or mining traffic flow datasets [Mongiovi et al. 2013]. In the latter case, values are associated with edges corresponding to traffic flows. Anomalous regions are found in the network by using the values on these edges.
3.2. Streaming Scenario

The problem of determination of unusual objects (or temporal outliers) is discussed in Aggarwal et al. [2011]. Consider a partitioning of the nodes denoted by $C = C_1 \ldots C_{k(C)}$. The number of node partitions in $C$ is denoted by $k(C)$. Each set $C_i$ represents a disjoint subset of the nodes in $V$. The likelihood fit for an edge is defined as its probability of presence based on a generative model. For example, an edge between two co-authors from very different communities in a bibliographic network would have a very low fit value. Edges and subgraphs are quantified using this fit value and reported as anomalies. Key evolutionary changes are reported as temporal outliers.

To enable the aforementioned analysis, cluster-based partitions $C = C_1 \ldots C_{k(C)}$ need to be maintained dynamically from the edge stream to perform the linkage anomaly detection. It is well known that the use of edge sampling [Karger 2000] can be used to create dense partitions. For example, a sample of edges from a stream implicitly creates a set of clusters in terms of the connected components in this sample. Such connected components are much denser than randomly picked node sets in the graph because of the inherent bias of edge sampling [Karger 2000]. A major challenge arises in adapting the minimum 2-way cut methods of Karger [2000] to a more general stream scenario while maintaining specific structural properties of the $k$-way cut partitions. For example, one possible structural constraint would be to ensure a minimum number of points in each cluster or to constrain the total number of clusters. Clearly, a random edge sample may not satisfy such constraints. Reservoir sampling [Vitter 1985] is a methodology to dynamically maintain an unbiased sample from a stream of elements. The method of Aggarwal et al. [2011] extends this method to an unbiased sample of a structured graph, so that many natural and desirable structural properties of the sample are maintained. This goal is achieved with the help of a monotonic set function of the underlying edges in the reservoir. A monotonic set function is defined on the sample as follows.

**Definition 3.1 (Monotonic Set Function).** A monotonically nondecreasing (nonincreasing) set function is a function $f(\cdot)$ whose argument is a set, and whose value is a real number that always satisfies the following property:

- If $S_1$ is a superset (subset) of $S_2$, then $f(S_1) \geq f(S_2)$.

The monotonic set function can be useful for regulating the structural characteristics of the graph over a given set of edges. Some examples of a monotonic set function include the number of connected components in the edge set $S$ (monotonically nonincreasing) or the number of nodes in the largest connected component in edge set $S$ (monotonically nondecreasing). Properties such as these are very useful for inducing the appropriate partitions with robust structural behavior. In some cases, it is possible to use thresholds on these properties, which are also referred to as stochastic stopping criteria. It has been shown in Aggarwal et al. [2011] that thresholds on these stopping criteria can be translated to thresholds on a hash function that is applied to the edges. This is used to create a reservoir sampling algorithm, which uses a hash-based algorithm to perform admission control in the reservoir of edges. This has been used to maintain the partitioning continuously and report edges in the network that have very low likelihood fit. It should be pointed out that such an approach is able to continuously maintain both the clusters and also detect important evolutionary edges in the network over time.

The work in Yu et al. [2013] defines a different notion of outliers, where unusual changes in the neighborhood of a node are discovered and reported in a graph stream. These unusual changes could be defined either in terms of the level of activity or the patterns of activity. It has been shown in Yu et al. [2013] that an eigenvector-based
approach can be used, where the eigenvectors of the subgraph in the neighborhood of a node are determined. Changes in the eigenvalues represent activity-level changes, whereas changes in the eigenvector directions represent changes in neighborhood subgraph patterns.

The problem of influence analysis has been studied in evolving network streams [Aggarwal et al. 2012a]. Many social networks may be defined in the form of transient interactions between entities. In such cases, edges may be rapidly added to and deleted from the network, as a result of which the topology of the network may vary drastically over time. Many natural social interactions, such as epidemiological networks, email networks, or chat networks can be modeled much more naturally using this approach. A stochastic approach was proposed in Aggarwal et al. [2012a] to determine the information flow authorities with the use of a globally optimized forward trace approach and a locally optimized backward approach. The key idea is that the flows in the network and the changes in network structure are both analyzed in parallel. Therefore, the flow variables in the network are time-stamped, and the values at time \( t \) can be derived from those at time \( t+1 \) by using the network structure at time \( t \). A greedy approach is developed in which new nodes are added to or deleted from the current set of influence points to improve the global influence objective function. The approach has also been generalized to the case of social streams in Subbian et al. [2013].

4. INCORPORATING CONTENT IN EVOLUTION ANALYSIS

Content provides unprecedented scenarios for analysis because it can be used to make more informed inferences about the underlying data. In many cases, content and structure evolves simultaneously, and the dynamics of the evolution can be related between the two aspects.

One of the most common scenarios for evolution analysis is a social stream in which the streams of content created by different users have both structure and content. For example, each Twitter post contains both the content of the tweet, as well as the set of users (followers or network actors) to whom this tweet is sent. In such cases, it is useful to determine key events from the underlying social stream by combining the information available in the content and the structure. The work in Aggarwal and Subbian [2012] defines such a model in which structure and content are used to determine key events from the social stream. A clustering approach is used to summarize the social stream, and the evolution in the underlying clusters is used to detect events in the social stream. A supervised approach is also used to detect events more accurately when previous examples of rare events are available. The broad approach in this work uses two phases:

(1) In the first phase, clusters are continuously maintained as the social stream is received over time. The similarity function uses both the content and the structure to do a partition-based clustering of the stream.

(2) In the second phase, the clusters are leveraged to discover events from the social stream. These events could be discovered either in a supervised or unsupervised manner, depending on whether or not ground-truth events are available.

One challenge with the use of the approach are the high computational and memory overheads in maintaining the information about the content and structure of the different clusters. Therefore, a sketch-based approach [Aggarwal and Yu 2007] is used to compress the structural and content representation of the underlying social stream. Other methods for event detection in a variety of social streams are discussed in Sakaki et al. [2010], Lin et al. [2010], Sayyadi et al. [2009], and Zhao et al. [2007]. In the context of clustering problems, the most common scenario analyzed is that of blogs [McGlohon et al. 2007; Goetz et al. 2009; Ning et al. 2007], where the content of the blog influences...
its linkage structure. This is discussed in some detail in the application section. Numerous applications in mobile networks [De Melo et al. 2010] also use meta-information, such as call-duration, to analyze the underlying network evolution. A content- and network-based flow mining approach for dynamic influence analysis was also proposed in Subbian et al. [2013]. In this case, sequential patterns are dynamically mined from a combination of the keywords and the dynamic network in the social stream. These are then used to predict the most influential entities in a dynamic and evolving network.

The problem of classification is addressed in Aggarwal and Li [2011], in which content and structure are combined for the problem of dynamic classification. In this work, a random walk approach is used to create a classification model. The original network $G = (N, A)$ contains a node set $N$ and edge set $A$, such that each node in $N$ has a set of keywords associated with it. Each of these keywords is converted into a new pseudo-node to create an augmented network $G' = (N \cup N', A \cup A')$. An edge is added from a node in $N'$ to a node in $N$ when the corresponding keyword is present in that node. This corresponds to the newly added edges in $A'$. This results in a semi-bipartite network. A random walk approach is used to perform the classification. When a random walk is performed a node in $N$, the majority label of the nodes visited is reported as the relevant class label. The approach works for dynamic evolving networks as well because the semi-bipartite representation and associated index structures are maintained dynamically for fast processing. More details of the dynamic maintenance may be found in Aggarwal and Li [2011].

The problem of link prediction has also been studied in the context of dynamic networks with content [Aggarwal et al. 2012b]. The work in Aggarwal et al. [2012b] uses a dynamic clustering approach, wherein a rough clustering of the network is maintained continuously. This rough clustering is based only on the structure, and it provides the macro-clusters over which more fine-grained analysis is performed to predict the underlying links. The underlying links are predicted with the use of a combination of the content and structure within each region of the network. The approach has been shown to be significantly superior to many traditional methods for link prediction and is also applicable to heterogeneous network scenario.

A method for performing graph stream clustering with side information is discussed in Zhao and Yu [2013]. Such side information is often defined by the underlying content and can be very useful in many scenarios. For example, in social networks, user profiles and behaviors can be used as side information. In Web click graphs, the meta-information about the user Web pages can be utilized, and in bibliographic networks, the information about the underlying publication can be used as side information. It has been shown in Zhao and Yu [2013] that such side information can be used to significantly improve the clustering process. The approach described in this work is an extension of the technique proposed in Aggarwal et al. [2010]. The method in Zhao and Yu [2013] combines structural and content-based distances to perform the clustering. As in Aggarwal et al. [2010], a sketch-based approach is used to address the high memory requirements.

5. APPLICATIONS

In this section, we discuss numerous applications of evolutionary network analysis. The focus is on how the modeling is done, rather than the specific details of the methodology for each application. It will be evident from the discussion of this section that evolutionary network analysis is useful for a very wide variety of domains such as social networks, blogs, or road networks. An overview of the key applications are summarized in Table II. A broad discussion of different kinds of evolution analysis in the context of different kinds of networks may be found in Akoglu and Faloutsos [2013] and Dorogovtsev and Mendes [2003].
Table II. List of Key Applications of Evolutionary Network Analysis

<table>
<thead>
<tr>
<th>Domain</th>
<th>Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>World Wide Web</td>
<td>[Dorogovtsev and Mendes 2003] [Papadimitriou et al. 2010]</td>
</tr>
<tr>
<td></td>
<td>[Chan et al. 2008] [Chi et al. 1998]</td>
</tr>
<tr>
<td>Telecommunication Networks</td>
<td>[Liu et al. 2011] [De Melo et al. 2010]</td>
</tr>
<tr>
<td></td>
<td>[Akoglu and Faloutsos 2010] [Akoglu and Dalvi 2010]</td>
</tr>
<tr>
<td>Communication Networks</td>
<td>[Chan et al. 2008] [Huang and Lin 2009]</td>
</tr>
<tr>
<td></td>
<td>[Akoglu and Faloutsos 2010] [Akoglu and Dalvi 2010]</td>
</tr>
<tr>
<td>Road Networks</td>
<td>[Mongiovi et al. 2013] [Bogdanov et al. 2011]</td>
</tr>
<tr>
<td>Recommendations</td>
<td>[Huang et al. 2005] [Aggarwal et al. 2012b]</td>
</tr>
<tr>
<td></td>
<td>[Leskovec et al. 2007] [Aggarwal et al. 2012a]</td>
</tr>
<tr>
<td></td>
<td>[Richardson and Domingos 2002] [Sarkar et al. 2012]</td>
</tr>
<tr>
<td></td>
<td>[Tylenla et al. 2009] [Huang and Lin 2009]</td>
</tr>
<tr>
<td>Social Network Events</td>
<td>[Aggarwal and Subbian 2012] [Sayyadi et al. 2009]</td>
</tr>
<tr>
<td></td>
<td>[Sakaki et al. 2010] [Zhao et al. 2007]</td>
</tr>
<tr>
<td></td>
<td>[Silva and Willett 2006] [Tong et al. 2008c]</td>
</tr>
<tr>
<td></td>
<td>[Lin et al. 2010] [Beutel et al. 2013]</td>
</tr>
<tr>
<td>Blog Evolution</td>
<td>[Ning et al. 2007] [McGlohon et al. 2007]</td>
</tr>
<tr>
<td></td>
<td>[Goetz et al. 2009] [Leskovec et al. 2007]</td>
</tr>
<tr>
<td>Computer Systems</td>
<td>[Idé and Kashima 2004] [Albert et al. 2000]</td>
</tr>
<tr>
<td>News Networks</td>
<td>[Yan et al. 2012] [Leskovec et al. 2009]</td>
</tr>
<tr>
<td>Bibliographic Networks</td>
<td>[Gupta et al. 2011b] [Chen 2006]</td>
</tr>
<tr>
<td></td>
<td>[Sun et al. 2011] [Barabási et al. 2002]</td>
</tr>
<tr>
<td>Biological Networks</td>
<td>[Vázquez et al. 2002] [Solé et al. 2002] [Asur et al. 2007]</td>
</tr>
<tr>
<td></td>
<td>[Dorogovtsev and Mendes 2003] [Teichmann and Babu 2004]</td>
</tr>
<tr>
<td></td>
<td>[Stuart et al. 2003] [Beyer et al. 2010]</td>
</tr>
</tbody>
</table>

5.1. World Wide Web

Web graphs are approximate snapshots of the Web created by search engines. Such approximate snapshots are used to answer search engine queries in which the PageRank is computed from the structure of the Web graph. By continuously monitoring the changes, it is possible to determine the amount and significance of changes in the Web. Such measures provide insights into the robustness of the content acquired from the Web. A Web host that is unavailable at crawl time may cause the crawler to miss the content from that site. Because the crawl typically occurs over multiple days, during which time the Web structure may change, this may sometimes even lead to invalid or corrupt data. In this context, a useful approach is to compare the snapshots of Web structure at different time instances to identify anomalies. For example, if a group of IP addresses are missing during the acquiring of the content, this will also be reflected in the corresponding Web graph at that snapshot with respect to the previous snapshot. The work in Papadimitriou et al. [2010] proposes five similarity schemes for measuring the similarities between the different graph snapshots. Three of these are adapted from existing similarity measures [Bunke et al. 2006], whereas the other two are the shingling and random projection methods. The latter pair are adapted from document and vector similarity measures. The idea is to identify anomalies that occur in the crawling process as a result of hardware or other problems. In many cases, it is also desirable to understand the evolution of the Web over time with visual representations. A study of the evolution of different Web ecologies with the use of visual analysis is provided in Chi et al. [1998]. Another common application of network evolution is the analysis of user click streams on the Web or query-click pairs from search engine logs, which can be represented as evolving graphs. Because external events often influence
the user click behavior significantly, Chan et al. [2008] proposed methods to identify such external events.

5.2. Telecommunication and Mobile Networks

Telecommunication and mobile networks can be modeled as nodes corresponding to the different participants, with the edges representing either the network connections or the interactions between the different participants. This provides a wide variety of applications that can be modeled in this context. The work in Liu et al. [2011] identifies important features of the mobile phone graph at any point in time and provides ways in which to model these features in an interpretable way. For this purpose, the work analyzes a massive who-calls-whom network for as long as a year and gathers records of two large mobile phone communication networks with 2 million users and 2 billion calls. The calling behavior distribution was analyzed at multiple time scales, and it was shown that the distribution is skewed, with a heavy tail that changes at different time scales. The concept of a $\delta$-stable distribution is defined in the context of a multiscale distribution fitting problem. A framework, ScalePower, is proposed to analyze the distribution at different time scales. It is shown that this framework fits the multiscale data distribution very well and provides explanatory insights.

The evolution of the interactions in mobile networks often corresponds to important network events because events such as festivals have an effect on the interactions of individuals. The work in Akoglu and Dalvi [2010] observes that important structural properties of the network, such as the neighborhood overlap and clustering coefficient, influence the tie strengths and link persistence between individuals. Furthermore, a change-point detection method is proposed for analyzing user behaviors with the use of eigenvalue analysis. It was shown that these change points often correspond to important social events and festivals in the data. The work in Akoglu and Faloutsos [2010] proposes an algorithm that operates on a time-varying network of agents, in which edges represent the interactions between the different individuals. The algorithm is designed to determine anomalous points in time, in which agents change their behavior significantly. The algorithm also determines the attributes that contribute to most of the changes. Methods for finding surprising patterns in the call duration of mobile phone users are discussed in De Melo et al. [2010].

5.3. Communication Networks

The work in Chan et al. [2008] focuses on the problem of finding correlated spatiotemporal changes in large communication networks. When a fault occurs in a communication network, it typically induces changes in the routing topology of the network. For example, when an IP router fails, all paths that pass through that router will also not be available for communication. To find root causes of the failure in such networks, traditional methods such as active probing may often be too expensive. Therefore, a natural approach would be to use the changes in the end-to-end routes to determine faults. The idea is to partition the changes based on spatial (topological) locality and temporal locality. Each such group is often more likely to be caused by a single fault. The work in Chan et al. [2008] uses the regions of correlated spatiotemporal change to identify the root cause of communication network faults. The detection of repeated links between nodes in communication networks has also been used for communication network surveillance [Huang and Lin 2009].

5.4. Road Networks

Evolving network analysis is important in the context of road networks. For example, the work in Mongiovi et al. [2013] models the set of roads as a network and the traffic on the roads as values on the corresponding edges. Thus, the evolution is measured
in terms of the changes in these values rather than in the network itself. Thus, the problem is one of content evolution in the context of a base network. Clearly, significant anomalous regions of change may correspond to traffic events in the underlying data.

A related problem is that of mining heavy subgraphs in time-evolving networks [Bogdanov et al. 2011]. These heavy subgraphs correspond to regions in the network in which the values on the edges are high in localized regions over time. Clearly, these correspond to the high-traffic regions in the data. The work in Bogdanov et al. [2011] shows that the problem of finding the heaviest dynamic subgraph is NP-hard. An algorithm known as MEDEN is proposed in Bogdanov et al. [2011], and it shows that the algorithm is able to find regions of congestion in a large road network from Los Angeles. It has been shown in Bogdanov et al. [2011] that the applicability of this approach is quite general, and it can be used for social networks rather than road networks.

5.5. Social Network Recommendations

The problem of link prediction [Liben-Nowell and Kleinberg 2007; Sarukkai 2000; Taskar et al. 2003; Al Hasan et al. 2006; Popescul and Ungar 2003] is used directly in social networks to suggest friends for different users. This broad approach can also be used for product recommendations in social media networks that are richer in terms of the level of content available. Some of the recent work [Aggarwal et al. 2012b; Backstrom and Leskovec 2011] also uses the content in the network for better link prediction, whereas the work in Aggarwal et al. [2012b], Sun et al. [2012], Kolar et al. [2010], Huang and Lin [2009], Tylenda et al. [2009], and Sarkar et al. [2012] uses the temporal component of link prediction more explicitly in terms of links arriving at different moments in time rather than a single snapshot. The use of content is particularly useful for social media and product networks, where other forms of media, such as text, images, or video, are often available with the network structure. The relationship between the link recommendation problem and collaborative filtering problem has been explicitly explored in Huang et al. [2005]. The idea is to use a graph-based approach to model transitive user-item associations. Once the graph model has been constructed, many off-the-shelf network analysis and link prediction methods can be used for making recommendations. The advantage of this approach over traditional collaborative filtering approaches is the richness of the network representation and the wide variety of network analysis measures that can be used for making more effective recommendations.

Another method for making recommendations in social networks are techniques designed for influence analysis [Kempe et al. 2003]. These techniques recommend customers to the merchant (in the context of a network) rather than products to customers (as in traditional collaborative filtering). The core idea here is that customers frequently interact with one another and influence each other. Therefore, by picking a few well-chosen customers, it is often possible to have outsized influence in the recommendation process. Thus, at the end of the day, the goal is to perform the product recommendations in a viral manner though the customer network [Richardson and Domingos 2002]. However, much of this work is performed in the context of static networks, although some recent work has also extended it to dynamic networks with transient interactions [Aggarwal et al. 2012a].

The analysis of cascading behavior in large networks is an interesting problem that examines the propagation of content in the network [Leskovec et al. 2007; Prakash and Faloutsos 2012; Subbian and Melville 2011]. The blog posts influence the posts by other users and also change the inherent evolution of the links. Such evolution is particularly common in the context of important external events. The blogs create a publicly available record of how information is propagated in the network. The work in
Leskovec et al. [2007] presents a simple model that mimics the spread of information on the blogosphere and produces information cascades very similar to those found in real life. The study of such influence patterns in the context of news networks is provided in Yan et al. [2012] and Leskovec et al. [2009]. Influence analysis [Kempe et al. 2003; Leskovec et al. 2007; Richardson and Domingos 2002] is used to make recommendations to customers in networks. However, in most of these cases, it is assumed that the dynamics is in the influence pattern, whereas the network itself is fixed.

5.6. Social Network Event Detection

A wide variety of events are of interest in social networks, such as unusual tweets, meetings, or changes in trends in the content of the underlying network. Social networks often result in large volumes of tweets, which are referred to as social streams. The work in Aggarwal and Subbian [2012] examines the problem of event detection in the context of social streams by examining the changes in both the content and the structure of the underlying social stream. Both supervised and unsupervised models are proposed for event detection. Other models for event detection in social streams such as Twitter are discussed in Sakaki et al. [2010], Lin et al. [2010], Sayyadi et al. [2009], and Zhao et al. [2007].

The work in Silva and Willett [2008] determines anomalous meetings in social networks by using the recorded meetings. The level of the anomaly is also explicitly quantified by the level of evolution from the previously recorded meetings. The main challenge in this problem is that the number of observed meetings is much smaller than the number of nodes in the social network. The work in Silva and Willett [2008] uses a hypergraph setting, in which edges are used to connect more than two vertices simultaneously. The distribution of meetings was modeled as a two-component mixture of a “nominal” distribution and a distribution of anomalous events. A variational EM-approach was used to assess the likelihood of each observation being anomalous. A somewhat more complex version of the problem is proposed in Tong et al. [2008c], where an anomalous event could either be a meeting or a publication with its associated set of content such as keywords. It has been shown [Tong et al. 2008c] that the transformation of this problem to an anomaly detection problem is advantageous because it brings the vast analytical of graph analysis into play. This is generally the case for many network analysis applications because of the inherent richness in the graph representation structure.

An important event in many Web services, one that depend on user-generated content, is the posting of fraudulent input by spammers. For example, in the context of a social network such as Facebook, one can try to discern the set of fraudulently obtained page likes. The work in Beutel et al. [2013] proposes CopyCatch that determines lock-step page like patterns on Facebook by analyzing the social graph between users and pages and the times at which they were created. The suspicious behavior is modeled in terms of graph structure and edge constraints. Two algorithms were proposed, one of which is highly scalable with the use of a MapReduce implementation. The method in Beutel et al. [2013] was shown to severely limit the greedy attacks in very large user networks such as Facebook. It was also suggested [Beutel et al. 2013] that the problem has potential extensions to event detection in other related social network analysis domains.

5.7. Computer Systems

A method for (evolutionary) anomaly detection in computer systems with the use of analytical modeling is discussed in Idé and Kashima [2004]. The idea is that unusual evolutions in the dependency graph are interesting as anomalies and should be investigated further. The approach is an automated run-time anomaly detection method
at the application layer of a multimodal computer system. The first step is to model a Web-based system as an evolving network. Specifically, the Web-based system is modeled as a weighted graph in which each node represents a service and each edge represents a dependency between services. Note that these dependencies may vary significantly with time. The patterns of changes are determined in Idé and Kashima [2004] by performing dynamic eigenvector analysis on the dependency structure of the graph. The structural analysis of attacks in complex networks are discussed in Albert et al. [2000].

5.8. Blog Evolution
Blogs can be considered rich evolving networks, where each blog post is a node, and a hyperlink between two blog posts can be considered an edge. Blogs evolve relatively fast because of the open nature of such publishing, and their evolution is often a direct result of important events in the external world. For example, a significant event such as a hurricane may impact the evolution of a blog very differently than another event, such as an election. In this context, the evolution of the structure of blogs provides important insights about the nature of the underlying events. A spectral method for modeling blog evolution was proposed in Ning et al. [2007]. The work in Goetz et al. [2009] creates an explicit model of blog dynamics, whereas that in McGlohon et al. [2007] determines patterns in blog shapes. The work in McGlohon et al. [2007] finds unusual patterns in blog shapes by extracting two sets of features from the topology and the temporal cascade behavior, respectively. It was shown that the topology features can help in distinguishing between different blog subjects such as “humor” or “conservative.” It was also shown that the temporal activity of blogs is very nonuniform and bursty, is often self-similar, and can be characterized by a bias factor. The work in Leskovec et al. [2009] provides a simple model of how information is propagated in cascades over the blogosphere. This is useful in understanding how information flows in the blogosphere may happen.

5.9. News Networks
A very closely related model to blog networks is that of news networks [Yan et al. 2012]. A significance-driven framework was proposed in Yan et al. [2012] to characterize the evolution of local topology and find dynamic patterns with evidently statistical significance for temporally varying news report networks. Two quantifications, which are referred to as the potential index and the evolving score, were proposed for evaluating evolving patterns. A systematic analysis is provided in Yan et al. [2012] for one real news network with these quantifications. It was shown that the method proposed can effectively find the evolving characteristics and extract significant dynamic patterns from news networks. It should be pointed out that many of the aforementioned techniques that were developed originally for blog networks are applicable to news networks as well. The evolution of “hot ideas” over news networks, which are also referred to as “memes” [Leskovec et al. 2009], is also important from the perspective of identifying influential news stories and their evolution. Although the work in Leskovec et al. [2009] is independent of network structure, a significant potential exists in terms of relating the evolution of such news stories to the structural behavior of blog patterns.

5.10. Bibliographic Networks
Bibliographic networks are a particularly popular benchmark for a significant number of social network analysis papers. Most of the social network analysis algorithms are tested on such data because of the relatively clean nature of such datasets. However, a number of methods are explicitly tailored to such networks. Bibliographic networks can be especially challenging when a heterogeneous representation is used in which
the authors, conferences, or keywords are treated as different types of nodes that are connected to one another with different kinds of links. In cases where the authors are connected, the evolution semantics relate to evolution of social connections [Barabási et al. 2002; Sun et al. 2011]. However, if the links also connect authors and conferences/keywords [Gupta et al. 2011b], the semantics of the network provides insights into how the topical area of the authors evolves with time. Networks that are combined across heterogeneous types of connections provide a broader perspective into the evolution of different kinds of connections [Gupta et al. 2011b; Sun et al. 2011]. Methods for visualization of bibliographic networks are discussed in Chen [2006].

5.11. Biological Networks
In protein-protein interaction networks Vázquez et al. [2002] and Solé et al. [2002], nodes correspond to proteins and edges correspond to interactions between them. The interactions between the networks often change with the age of the protein, and the changes in interaction have a direct impact on diseases. Another example is the case of metabolic pathway networks, in which nodes correspond to intermediate metabolic products, and the edges correspond to transformations between them. In several diseases, such as type-2 diabetes, the disruption of insulin-related metabolic pathways leads to the evolution of these networks [Beyer et al. 2010]. Therefore, if the specific evolution patterns of the networks in individuals can be captured over time, it can lead to diagnostic insights about the nature of the changes in such networks.

Individual gene expressions can be modeled as networks in which the variation in the gene expressions of an individual can be captured by a temporal network. A node in such a network is a gene. When two genes have a similar change in their expression over a short period because of external or internal factors (e.g., drug administration to a cancer patient), an edge is added between them. Thus, the network captures similarity in gene expression. The long-term evolution of these networks provides an understanding of how the correlations between communities of genes are impacted by various external and internal factors [Stuart et al. 2003]. The work in Asur et al. [2007] showed how a patient-patient correlation network can be used to measure the clinical impact of drug toxicity on patients. In this case, the nodes correspond to patients, and the edges correspond to the similarity in their reactions to a particular drug. The evolving communities in this network provide insights into groups of patients who are impacted in a similar way. A discussion of several aspects of biological evolution analysis may be found in Dorogovtsev and Mendes [2003] and Teichmann and Babu [2004].

6. CONCLUSIONS
This article provides an overview of the key methods used for evolution analysis of dynamic graphs. This includes both methods for maintenance and methods for evolution analysis of the underlying graphs. Both the snapshot and streaming scenario were discussed in this survey. The latter scenario is significantly more challenging from a computational perspective. Methods for incorporating content in the evolution analysis process were also discussed. The applications of evolutionary analysis are quite diverse and were discussed in detail.

There is significant scope for future research in evolutionary network analysis. The area of streaming is still relatively new, and the techniques are being generalized to many newer problems. The streaming scenario also presents numerous challenges because of the challenges in maintaining real-time structural summaries. This is a significant area of future research in several social network analysis areas, such as link prediction and social influence analysis. The work in content-centric analysis is also relatively limited. Most of the work on content-centric analysis is designed for static
networks, and many methods such as collective classification have not been generalized to streaming networks. When content is available with the evolving network, the associated challenges become much more significant because of the co-evolution of the content with network structure. A related area that combines content-centric analysis and the streaming scenario is that of social streams, such as Twitter streams, in which structure is dynamically combined with content. Finally, while the applications of network evolution analysis are diverse, we have barely scratched the surface of the vast number of problems and domains in which evolution analysis can be leveraged.
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